Lakshmi Lavanya Gajula
DevOps Engineer/ Production Support
Email: Rishitha.23g@gmail.com

Contact: +1 2142998373
Professional Profile

Summary: Hardworking Devops/SRE/ Production /Application Support Engineer (Java Applications) with strong ability in SQL, Linux, Windows, and multiple suites of applications. Highly organized, proactive, and punctual with a team-oriented mentality.
Summary
· IT work experience as a DevOps Cloud Engineer in Automating, configuring, and deploying instances in Datacenters.
· Extensively worked as L2 Production support Engineer to support financial applications. 
· Provided 24/7 on call support for production.
· Providing the end user communication for critical issues like service delays with ETA's.
· Daily system and health checks are performed to ensure the smooth running of the application.

· Working with development team for testing enhancements, fixes in test environment and releasing them in production environment after satisfying results and signoff from business and all relevant support teams.

· Experience in Kubernetes to deploy scale, load balance, and manage Docker containers with multiple namespace versions and good in managing Docker Containers and Kubernetes Clusters.

· Experience in creating Docker images to spin Kubernetes node in cloud bees Jenkins.
· Collect, validate and publish deployment tasks for my area prior to deployment activity.

· Building effective monitoring systems with proactive and reactive alerts.

· Application support Monitoring, performance monitoring and DB monitoring and acknowledged escalations within defined SLA. (LAE console, Splunk and Elastic servers)

· Splunk enterprise Deployments and enable continuous integration on as part of configuration management.

· Manage the windows Azure infrastructure for our customers depands on their requirement.

· Worked on Microsoft AzureStorage - Storage accounts, blob storage, managed and unmanaged storages.

· Drive end to end deployment of various components on the Azure cloud platform.

· Support change management for any infra changes and test Prod system availability.

· Hands on experience with monitoring tools like Dynatrace, Splunk and managed monitoring tools for Resources Monitoring, Network Monitoring and Log Trace monitoring.

· Experience with installation configuration on Dynatrace monitoring tool. And created email alerts and threshold values using Dynatrace for our environment.

· Monitor and assign backlog incidents to team L3.

· Experience with application monitoring tools such as Alert site and new relic.
· Experience of creating Alert site monitors like Deja click monitor, Soap API monitor, URL monitor.
· Experience in working on cluster management on Openshift(ROSA) to create Pods, Nodes, and deploying microservices.
· Experience with Cloud automation technologies such as Cloud Formation and Terraform and experienced in using Terraform for building, changing, and managing existing and cloud infrastructure as well as custom in-house solutions. Proficient in writing Templates for AWS IAC using Terraform to build staging and production environments.

· Experience in Scanning tools SonarQube, Black duck and Check Marx
· Experience in IBM urban code

· Experience with Agile, Kanban methodology

· Experienced in authoring pom.xml, build.xml files performing releases with the Maven, ANT release plugin, and managing artifacts in Sona type NEXUS, J Frog Artifactory.

· Experience in integrating Jenkins with Docker container using Cloud bees Docker, Kubernetes pipeline plugin, and provisioned the EC2 instance using Amazon EC2 plugin.

· Experience with Jenkins administration, backups, and plugins. Using master-slave configuration maintained various jobs in Jenkins and supported development teams.

· Acted on Designing and implementing CI (Continuous Integration) system: configuring Jenkins servers, Jenkins nodes, creating required scripts 

· Installed and configured an automated tool Puppet that included the installation and configuration of the Puppet master, agent nodes, and an admin control workstation.

· Experienced in writing cookbooks and deploying applications using Puppet.

· Experience in CA Dev test tools 

· Designed and created multiple deployment strategies using CI/CD pipelines using Jenkins.

· VM creation and Network/VLAN configuration knowledge.

· Used AWS Cloud Formation and AWS Ops Work to deploy the infrastructure, System Test, and UAT environments for a software development project.

· Utilized Cloud watch to monitor resources such as EC2, CPU memory, and Amazon to design high availability applications on AWS across availability zones.

· Integrating Jenkins with AWS to automate Services.

· Experience in GIT on Branching, Tagging, and Merging the source code between different Branches. IT administration like Creating Repositories, and access control in GIT.
· Created Docker files for various environments and worked on the Kubernetes environment. 

· Extensively worked on Jenkins, and Docker for continuous integration and for end-to-end automation for all builds and deployments.

· Configured and administered Jenkins for automated builds Responsible for installing Jenkins master and slave nodes.

· Used Jenkins for Continuous Integration and Deployment and created pipelines for automation.

· Developed Puppet modules to automate application installation and configuration management.

· Expertise in automating builds and deployment processes using Bash, and Python scripts.

· Automated CI/CD pipeline of Containerized Applications of 30+ microservices using Code Pipeline.

· Implemented docker to deploy scale, load balance, scale, and manage Docker containers with multiple name space versions.

· Experienced in using Puppet to manage Web Applications, Config Files, Data Base, Commands, Users Mount Points, and Packages. Implemented Puppet to manage all existing servers and  

· Automated the build/configuration of new servers.

Technical Skills:
	Operating System
	Linux (RedHat 4/5/6/7, CENTOS), Unix, Solaris 11/10/9/8, Ubuntu 12/13/14, Windows NT, Windows 8, 12, 12R2

	Cloud Platforms
	AWS

	Web Technologies
	HTML, CSS, XML, AJAX

	Automation/Configuration

Management Tools
	Jenkins, Jenkins pipelines, Ansible

	Virtualization Technologies
	Windows Hyper-V

	Containerization Tools
	Kubernetes, Docker, Openshift

	
	

	Application/Web Server
	Tomcat, Apache, Application Server

	CI and Build Tools
	ANT, Maven 

	Testing and ticketing tools
	SonarQube, Selenium, JIRA, ServiceNow, Remedy

	Monitoring and Logging Tools
	New Relic, Splunk, AlertSite

	Version Control Tools
	GIT, GitHub, Gitlab

	Scripting
	Json, Shell Scripting, YAML 

	Database Systems
	SQL Server


Proficient in Linux (Red Hat, CentOS, Ubuntu)

· SQL Database Management (SQL Server)

· Shell Scripting (Bash)

· System Monitoring and Troubleshooting

· High Availability and Failover Configurations

· Automation Tools (Autosys, Ansible)

· Splunk, Dyna, NewRelic
Education:

· B. Tech (CSC) from JNTU, Hyderabad
Professional Experience:

Amex GBT, Arizona



                                                                                         March2022 – Current
SRE Engineer/ Production Support
Responsibilities:
· Providing production support to BOS (backoffice system) applications and doing Incident/Problem management.
· Supporting batch jobs in Intersystem cache objects scripts and Javaspring batch.
· Implement complex solutions to all known/documented production incidents.
· Define and implement innovative solutions for unknown production incidents of moderate to high complexity.
· Provide technical support to batch programs developed in Unix, DataStage, Oracle PL/SQL PaaS/SPARK. This involves troubleshooting and fixing issues in production during file loads.
Interface with L1 and L2 support groups, providing assistance and guidance as required.
· Experience in creating Docker images to spin Kubernetes node in cloud bees Jenkins.
· Designed and created multiple deployment strategies using CI/CD pipelines using Jenkins.

· Write Unix shell scripts. Write Oracle PL/SQL queries and programs.
· Develop automation scripts and alerts for system failures and health check alerts.
· Develop and schedule jobs in IBM Tivoli Scheduler.
· Monitor and support applications on Kubernetes cluster.
· Working knowledge of creating Deployment Configs, Services, Routes, Health checks, adding storage to Microservices, adding Resource Quota and limits.

· Working Knowledge of troubleshooting pod issues.

· Experience of creating Alert site monitors like Deja click monitor, Soap API monitor, URL monitor
· Creating dashboard’s, health check rules and alerts on AppDynamics
· Manage the windows Azure infrastructure for our customers depends on their requirement.

· Worked on Microsoft Azure Storage - Storage accounts, blob storage, managed and unmanaged storages.
· Drive end to end deployment of various components on the Azure cloud platform.

· Hands on experience with monitoring tools like Dynatrace, Newrelic, Splunk and managed monitoring tools for Resources Monitoring, Network Monitoring and Log Trace monitoring.

· Experience with installation configuration on Dynatrace monitoring tool. And created email alerts and threshold values using Dynatrace for our environment.

· Fulfill ad-hoc requests from business partners for system/database updates or queries to support company operations. Perform large scale data fixes and report generation for business.
· Provide off-hours support on a rotational basis.
Verify accuracy and completeness of documented solutions to production incidents.
· Analyze application code logic to determine root causes of complex production incidents.
· Define and document software requirement changes necessary to fix root causes of production incidents.
· Implement moderate to high complexity code changes that resolve root causes of incidents or enhance operational characteristics (resilience, scalability, etc.) to applications that support business operations and client activity.
· Install, support, and customize vendor-built software that is utilized by development and support teams.
· Design and develop in-house built applications and tools that streamline development and support processes.
· Coordinate with multiple teams on War room bridge calls during high priority issues and outages.
Client: Leidos, Baltimore                                                                                                                                 Dec2018 – Feb 2022                      
Devops Engineer/ Production Support 
Description:

Leidos, formerly known as Science Applications International Corporation (SAIC), is an American defense, aviation, information technology (Lockheed Martin IS&GS), and biomedical research company headquartered in Reston, Virginia, that provides scientific, engineering, systems integration, and technical services. 
Responsibilities

· Managed Incident Management bridge calls with support teams, on-call support application teams and management.

· Manager Escalations that is provide first point of escalation within the MIM team and sending service disruption email with

· current updates.

· Perform confidently and authoritatively in role of Incident management subject matter expert and lead customer personnel in

· responding to fast paced incidents. Assist in application release support.

· Used enterprise dashboards and monitoring tools in the production environment, maintained services application and

· mainframes for customers responsive resolution.

· Perform 24/7 monitoring using Splunk, Dynatrace, New Relic, SolarWinds, Alert site to monitor applications as Client Work,

· Move Money and Client Management.

· Configure and monitor AWS batch jobs using AWS cloud watch.

· Troubleshoot the incidents and identify root cause quickly using operations, wire data analytics, application performance

· management and event correlation monitoring tool.

· Communicating with both developers and non-technical stakeholders of the organization’s cloud footprint.

· Monitor Critical batch, unscheduled market closure bridge, Dynatrace dashboard monitoring and engage resources with x matters tool
· Follow NOC process to track and monitor infrastructure changes via informational change.

· Supports all the applications under Genesis care, example Citrix, Urochart, Intergy, Owan, Basware, Concur, Tableu, Asset IQ Application etc.

· Provides L2/L3 level Support in issue analysis, primarily involved in Application Monitoring.

· Create ticket using Service now. Investigated and triage the issue based on severity of the issue.

· Drilled down and identifies any issue that is client caused and any relevant findings from investigation. Attend CAB meetings

· and performing application health checks.
Client: DBS, Bangalore.
                                                                                                                           Oct 2015-July 2017


Role: Production Support Engineer
Roles & Responsibilities

· Developed and implemented application support processes to ensure high availability of critical applications.

· Troubleshoot and resolve problems to make sure applications/software are running properly for daily data and report delivery.  We also Orchestrate and automate tasks using various industry tools including Autosys, Control-M, Scripting tools, etc.

· Work with the engineering team and use a variety of software tools to research, document, and validate bug reports and other client issues.

· Provide technical support for business applications assuring proper Responsiveness to customers.

· Provide second-line production support for a critical Linux-based infrastructure.

· Deliver Tangibles by providing the proper technical support of both internal and external customer-facing systems.

· Daily monitoring, analysis, and support of applications/software/OS tools in the production environment including Unix/Linux, SQL server/Toad Data Point, Autosys, ITRS Geneos, Quartz Desktop suites of apps, Remedy, Netezza and Sybase database systems, JIRA and Confluence2, Windows\ Server, PAPA, Splunk, etc. Monitoring system capacity.
· Deploy application releases and system configuration changes.
· Database Server query management and data analysis involving Variables declaration, Temp Tables, CTEs, UDFs, Joins, Stored Procedures, data execution and Performance, etc.
· Provided technical guidance to users on application-related   issues, including installation, configuration, upgrades, and troubleshooting.
· Serve as a support escalation resource for enterprise applications within the IT department and between service and department product owners.
· Contribute to the planning of business application implementation and respective backup plans.
· Monitor system health, troubleshoot hardware and software issues, and ensure system uptime, achieving a 99.9% uptime rate.
· Log all support interactions in the ticketing system and provide Assurance that resolutions are completed timely to meet current SLAs.
· Working experience with server-based applications support and maintenance including vulnerability patching, access control, major/minor version upgrades in Physical and Virtual server environments.
· Collaborate with cross-functional teams to resolve complex issues, including database performance tuning and query optimization.
· Automate routine tasks using shell scripting (Bash) and other Linux utilities, resulting in a 20% reduction in manual work.
· Work in Creating, maintaining, and enhancing Service Request Management, Incident Management, Problem Management, Change Management, Service Catalog, Knowledge Management

